
command unshadow on /etc/passwd and /etc/shadow,
piping this into a text file (filename.txt) and then running
John on the output. If John succeeded in cracking a password
it dumped it to /.john/john.pot. Issuing the command john

–show filename.txt showed the username and password. In
this case for user root, the password was simply secret.

Finally, an attempt was made to log into the SSH server
with username root and the password secret and root

Fig. 2. Warning message after firmware update.

Fig. 3. Modified warning message after firmware update.
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Phase II, calibration post-firmware update, was the same
as Phase I. We repeated the steps to verify that themodified
firmware update did not affect the disk to disk duplication
processes. Again, it was found that both the source drive
and the destination drive hash values coincided.

Lastly, in Phase III, the customscriptwasfirst executedby
SSHing into the TD3 device, and then the disk to disk
duplication process commenced. After the disk duplication
completed, the TD3 showed to the user that the destination
drive hash value matched the hash values in Phases I and II.
However, when the destination drive was removed and
hashed, the hash value of the destination drive did not
match as expected, confirming that our constructed script
indeed compromised the integrity of the collected evidence.

Results

During the calibration phase, the results clearly verified
that the TD3 operated as intended, and the hash values
were:

The results also clearly validated that the integrity of the
destination drive was compromised after running the
integrity attack scripts on the TD3 device. The hash values
from this testing phase are shown below:

The results confirmed that the DD command was suc-
cessful in its process of corrupting the destination drive.
Recall, the DD command was executed only after the
duplication and verification processes were completed by
the TD3 as the goal was to corrupt the data whilst also
making the user believe that the data on the destination
drive was not compromised. To further validate this
method, the script was executed, and the destination drive
was removed even before the DD command completed its
task. This was done to confirm that as soon as the hash
verification process commenced by the TD3, and a hash
value is shown to the user, the script was still capable of
corrupting the destination drive.

Limitations

There are several limitations to this primary work along
with other limiting factors that makes future research
challenging.

From a vulnerability standpoint, the biggest challenge is
the need for physical access to the device. While convincing
somebody to push the modified firmware to the TD3 is not
out of the question, having access to the network by SSHing
into the device was the method utilized to execute the
scripts. Although this is a limitation in our initial work, one
may find a method to automate the script and repackage
that into the firmware update.

On top of the needed physical access, with regards to the
firmware update process, both a digital signature warning
and a warning indicating that the firmware did not match
its hash value were presented. The hash matching error
was rectified by modifying the error message as discussed
in Sec. Firmware update process. The original warning
message is shown in Fig. 2 and the modified one is illus-
trated in Fig. 3.

In regards to the digital signature issue, it would take an
end user that is intimate with the installation and upgrade
process to possibly recognize this change.

Another limitation of this work is the constructed script.
The DD command corrupted the destination drive by
writing zeros to the entire disk. While this was useful in
proving the ability to execute a process when desired, a
more robust script would better hide its data corruption
method; making it less obvious to the end user that a
malicious anomaly has taken place.

Lastly, the nature of the TD3 embedded system is one
that has been stripped of its tool packages, leaving only the
bare-bone necessities to make the device function. This
makes it challenging to add any additional tool packages.
The only compiler that appears on the system is the Python
2.7 interpreter. It does contain a selection of packages to
accomplish most of the basic scripting tasks.

Discussion

It is important to note the severity of our findings and
articulate them in a scenario. One should understand that
most, if not all digital forensic companies send product
updates to their customers via e-mail. Links to updated
firmware or software are usually embedded into a nicely
formatted e-mail.

Now, imagine a situation where an adversary acquires
the e-mails of digital forensic practitioners (easy to do by
simply finding them on the web), and a phishing attack is
conceived. It is also important to recognize that many Law
Enforcement (LE) agency practitioners have only received
training for using digital forensic tools and many do not
possess a background in cybersecurity and/or computing.

The created phishing attack may target the list of e-mail
recipients and ask them to download a compromised
firmware update. The firmware may then be downloaded
by a victim practitioner, and the installation process would
be seamless. If this victim then attaches the compromised
device to the network, the network the device is on may
also now become compromised, plausibly allowing for
reverse shell access into the TD3. This type of social engi-
neering attack is not that far fetched.

Mitnick and Simon (2011) in their book The Art of
Deception list many cases of social engineering that are far
more elaborate and complex than the scheme we

C.S. Meffert et al. / Digital Investigation 18 (2016) S87eS96S94



introduced. If the idea of socially engineering an end user to
update the firmware may seem like stretch, perhaps the
idea of the jaded insider is more convincing. Consider cases
such as the leak of classified material by Edward Snowden.
It is certainly not a stretch to believe an insider might be
persuaded to install an updated firmware.

Provided the above scenario, it becomes clear that the
limitation of physical access, while challenging to over-
come, may be accomplished by tricking a victim into
installing a compromised firmware update.

Another point that needs addressing are the ramifica-
tions of a physical device like the TD3 being compromised.
The work developed in this paper was able to modify the
device and plausibly deceive an end user ultimately
affecting the authenticity of the acquired evidence.

As stated by Kerr (2001), before any party submits an
electronic record or evidence (disk drive), it must be shown
to be authentic and unaltered. Kerr (2001) also indicated
that hash values are an acceptable method to validate the
authenticity of a duplication. Currently, the script will allow
for a hash value to be generated that convinces the end user
of the authenticity of the generated hash value, while in
reality, the destination disk was altered.

If the script was modified to seek pertinent incrimi-
nating files and modify or delete only those files, the
consequence may appear less suspicious. It is likely that
many more of the tools in digital forensics will continue to
adapt features such as networking and remote access. As
these features become more prominent, so will the need to
test their security.

It is therefore of paramount importance for us to call for
integrating security testing into the digital forensic tool
testing process. We no longer live in a world where a
computer forensic lab is completely isolated from a
network. Network disk imaging is prevalent and devices
such as the TD3will continue to be used.We are also seeing
moves towards a Forensics as a Service (FaaS) model, where
testing the security of these services will also be of para-
mount importance. We finally note that the TD3 was used
as a case study in our work due to its wide adoption by
practitioners worldwide and its accepted forensic tool
testing evaluation (DHS, 2014).

Conclusion

In this work, several goals were accomplished. Pri-
marily, our goal was to test the security of digital forensic
tools. We used the TD3, a widely adopted forensic dupli-
cator and write blocker device as a case study. We were
able to gain root access to the device, as well as modify the
firmware update, creating the possibility of a plausible
social engineering/phishing attack asking practitioners to
update their devices with a compromised firmware
update.

Furthermore, a method was presented by ways of using
scripts that run on the device, that trick a potential prac-
titioner into believing that the hash value of the imaged
drive matched the source drive, however, as soon as that
process commenced, the destination drive's integrity was
corrupted. Our goal was to raise awareness for integrating
security testing into the digital forensic tool testing process,

as more digital forensic tools are being used in networked
environments increasing the risk for adversaries to
compromise the digital forensic process/tools.

Future work

This work opens the door for the security testing of
forensic tools. We posit the importance of formulating a
methodology for integrating security testing into the digital
forensic tool testing framework and call on the community
to account for this flaw. There is a body of knowledge that is
untapped on how penetration testing and digital forensics
intersect even though many consider them mutually
exclusive domains of knowledge. Additionally, we see a
need for developing concrete standards for the security of
both hardware and software forensic tools so that both
companies and researchers adhere to these standards
when constructing digital forensic tools.

In terms of the actual TD3 device, further analysis of the
processes running on the device to see if it is possible to
manipulate them is viable. For example, a Lighthttpd web
server is running on the TD3, so network analysis of the
traffic may lead to other security shortcomings. As a pre-
liminary test, the web interface files could also be found on
the device's filesystem, andmanipulating them to intercept
credentials may be another avenue of attack.

Ways of also advancing the constructed integrity attack
script is also possible. For example, DD may be used to
reverse a file, write zeros into the middle of a file, or
truncate a particular amount of bytes from the end of a file.
A more elaborate script may also be designed to seek out
potentially incriminating file types or files with known
signatures in an attempt to modify or wipe them.

In terms of network imaging, exploring the possible
corruption of network images via network layer attacks
may also be tenable. Futureworkmay also attempt to target
both software layer and hardware layer attacks against the
write blocked ports on the device, and not only the desti-
nation drives.
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